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***Resumen*— En el campo de las redes neuronales, el perceptrón se**

**define como la unidad básica de inferencia en forma de discriminador lineal, en pocas palabras, es una neurona artificial. Es por esto que requiere un tipo de aprendizaje para tener utilidad**

**alguna; en el perceptrón, existen dos tipos de aprendizaje, el primero utiliza una tasa de aprendizaje mientras que el segundo no la utiliza. El algoritmo de aprendizaje es el mismo para todas las neuronas.**
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***Abstract—* In the fields of neuronal networks, the perceptron is**

**defined as the most basic unity of inference in form of a lineal**

**discriminator, in few words, it is an artificial neuron. Because of**

**this it requires a special kind of learning to have some utility; in**

**the perceptron, there are two types of learning, the first uses a**

**rate of learning meanwhile the second doesn’t. The learning**

**algorithm is the same for all neurons.**

***Key Word —* Perceptron, Inference, Neuronal Network,**

**Learning, Artificial Intelligence, Algorithm, Neuron, Input,**

**Output.**

1. **INTRODUCCIÓN**

Una de las principales características de las redes neuronales

es su capacidad para aprender a partir de alguna fuente de

información interactuando con su entorno. El psicólogo Frank

Rosenblat desarrolló un modelo simple de neurona basado en

el modelo de McCulloch y Pitts y en una regla de aprendizaje

basada en la corrección del error. A este modelo le llamó

Perceptrón en 1958.

Una de las características que más interés despertó de este

modelo fue la capacidad de aprender a reconocer patrones. El

Perceptrón está constituido por conjunto de sensores de

entrada que reciben los patrones de entrada a reconocer o

clasificar y una neurona de salida que se ocupa de clasificar a

los patrones de entrada en dos clases, según que la salida de la

misma es binaria.

Sin embargo, este modelo tiene muchas limitaciones, como,

por ejemplo, no es capaz de aprender la función lógica XOR; además tuvieron que pasar varios años hasta que se propusiera

la regla de aprendizaje de retro propagación del error para

demostrarse que el Perceptrón multicapa es un aproximador

universal.

1. **CONTENIDO**

ALGORITMO

// # [Perceptron

Classifier](http://en.wikipedia.org/wiki/Perceptron)

//

// This is a single-layer perceptron classifier that takes

// arrays of numbers and predicts whether they should be

classified

// as either 0 or 1 (negative or positive examples).

function perceptron() {

var perceptron\_model = {},

// The weights, or coefficients of the model;

// weights are only populated when training with data.

weights = [],

// The bias term, or intercept; it is also a weight but

// it&#39;s stored separately for convenience as it is always

// multiplied by one.

bias = 0;

// ## Predict

// Use an array of features with the weight array and bias

// to predict whether an example is labeled 0 or 1.

perceptron\_model.predict = function(features) {

// Only predict if previously trained

// on the same size feature array(s).

if (features.length !== weights.length) return null;

// Calculate the sum of features times weights,

// with the bias added (implicitly times one).

var score = 0;

for (var i = 0; i < weights.length; i++) {

score += weights[i] \* features[i];

}

score += bias;

// Classify as 1 if the score is over 0, otherwise 0.

return score > 0 ? 1 : 0;

};

// ## Train

// Train the classifier with a new example, which is

// a numeric array of features and a 0 or 1 label.

perceptron\_model.train = function(features, label) {

// Require that only labels of 0 or 1 are considered.

if (label !== 0 &amp;&amp; label !== 1) return null;

// The length of the feature array determines

// the length of the weight array.

// The perceptron will continue learning as long as

// it keeps seeing feature arrays of the same length.

// When it sees a new data shape, it initializes.

if (features.length !== weights.length) {

weights = features;

bias = 1;

}

// Make a prediction based on current weights.

var prediction = perceptron\_model.predict(features);

// Update the weights if the prediction is wrong.

if (prediction !== label) {

var gradient = label - prediction;

for (var i = 0; i < weights.length; i++) {

weights[i] += gradient \* features[i];

}

bias += gradient;

}

return perceptron\_model;

};

// Conveniently access the weights array.

perceptron\_model.weights = function() {

return weights;

};

// Conveniently access the bias.

perceptron\_model.bias = function() {

return bias;

};

// Return the completed model.

return perceptron\_model;

}

EXPLICACIÓN ALGORITMO

Esta implementación del perceptrón fue diseñada para tratar

con clases linealmente separables, utilizando una función

discriminante lineal para crear una frontera de decisión.

Inicialmente se crea una variable de tipo perceptrón,

posteriormente una lista de pesos y un bias de 0.

Luego, para predecir la clase se usa un arreglo de

características con el arreglo de pesos y el bias.atures with the

weight array and bias para predecir si el ejemplo es 0 o 1.

La función de clasificación solo actúa si se entrenó

previamente; primero se compara si el arreglo de

características y pesos tiene tamaños iguales, esto con el fin de

determinar si cada característica tiene asignado un peso y

viceversa.

Se asigna la variable score al resultado de Característica\*Peso

de cada elemento. Para clasificar en 0 o 1 se tiene que, si el

score es mayor que 0, la clase es 1, de lo contrario es 0.

La función de entrenamiento descarta todas las clases que

sean distintas de 0 o 1, el tamaño del arreglo de características

determina el tamaño del arreglo de pesos, por lo que si son

diferentes deberán igualarse; luego se define el bias con un

valor de 1.

Luego, si la predicción es errónea (Si la predicción es distinta

que la clase) se actualizan los pesos con un valor gradiente.

Finalmente se puede acceder a los arreglos de características y

pesos y se retorna el modelo completo del perceptrón.

1. **CONCLUSIONES**

* El perceptrón, a pesar de ser una de las redes más utilizadas, no es una de las más potentes ya que posee ciertas limitaciones, por ejemplo, el caso del aprendizaje en problemas complejos.
* Este tipo de redes se pueden implementar en la vida moderna en ámbitos como análisis de series temporales, procesamiento de imágenes, reconocimiento automático del habla, diagnósticos médicos, entre otros.
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